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Abstract – This paper presents Speech emotion recognition is an important field of study aimed at developing 
systems capable of automatically identifying and classifying emotions from speech signals. In this research, 
we propose a deep learning-based approach using LSTM (Long Short-Term Memory) neural networks for 
speech emotion recognition. The study utilizes a dataset of speech recordings with labeled emotion 
annotations. The preprocessing stage involves segmenting the speech data into frames and extracting 
relevant acoustic features like Mel-frequency cepstral coefficients (MFCCs).  
 
The LSTM architecture is designed to capture temporal dependencies and patterns in the speech data. 
Experimental results demonstrate the effectiveness of the proposed method, achieving an accuracy of 85% in 
classifying emotions such as happiness, sadness, anger, and neutral. The findings indicate the potential of 
deep learning and LSTM models in accurately recognizing emotions from speech signals.  
 
Further improvements and future research directions are discussed, including fine-tuning techniques and 
real-time deployment. The proposed method contributes to the advancement of speech emotion recognition 
systems, which have applications in fields such as affective computing, human-computer interaction, and 
healthcare.  
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I. INTRODUCTION  
Speech Emotion Recognition (SER) is a field of study 
within the broader domain of affective computing that 
focuses on the analysis and interpretation of human 
emotions expressed through speech. Emotions play a 
crucial role in human communication, and accurately 
recognizing and understanding these emotions from 
speech signals has numerous practical applications, such 
as improving human-computer interaction, call center 
monitoring, mental health assessment, and virtual agent 
design [3]. SER has relied on extracting various acoustic 
features from speech signals, such as pitch, energy, 
spectral features, and prosody, and employing machine 
learning algorithms to classify the emotional state. 
However, these handcrafted feature-based approaches 
often require domain knowledge, are time-consuming, 
and may not capture the full complexity of emotional 
expression. 
Deep Learning, a subfield of machine learning, has 
gained significant attention in recent years due to its 
ability to automatically learn high-level representations 
from raw data. In the context of SER, deep learning 
models have shown promising results by directly 
processing raw speech signals without relying on manual 
feature extraction [1], One popular approach in deep 
learning for SER is the use of Convolutional Neural  

 
 
Networks (CNNs), which can learn hierarchical 
representations by applying convolutional filters to local 
patterns in the speech signal. CNNs have demonstrated 
their effectiveness in capturing both low-level acoustic 
cues and higher-level contextual information [8]. 
To train deep learning models for SER, a large annotated 
dataset is required. These datasets typically consist of 
recordings of individuals expressing different emotions, 
along with corresponding emotion labels. The models are 
trained to map the raw speech signals to the 
corresponding emotional categories. 
Once trained, the deep learning models can be used to 
predict emotions from unseen speech data by feeding the 
raw signal into the trained network. The output of the 
model is a probability distribution over the different 
emotional categories, indicating the likelihood of each 
emotion being present in the input speech. 
 
A. Speech 
Speech refers to the verbal expression of language 
through the production and articulation of sounds. It is a 
primary mode of communication for humans, allowing 
individuals to convey thoughts, ideas, information, and 
emotions to others. 
Speech involves the coordination of various 
physiological processes and organs involved in 
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producing sounds. These include the respiratory system, 
which provides the necessary airflow, the larynx (voice 
box), where the vocal cords are located and vibrate to 
produce sound, and the articulatory system, including the 
tongue, lips, teeth, and palate, which shape and modify 
the airflow to produce specific speech sounds. 
Speech is composed of distinct units called phonemes, 
which are the smallest meaningful units of sound in a 
particular language. Phonemes combine to form 
syllables, which, in turn, combine to form words, 
phrases, and sentences. The arrangement and 
combination of these units follow the rules and structures 
of a specific language, known as phonetics and 
phonology. 
Speech perception refers to the process of interpreting 
and understanding spoken language. Listeners rely on 
auditory cues to recognize and differentiate between 
different speech sounds and patterns. They also rely on 
other contextual cues, such as body language, facial 
expressions, and intonation, to understand the meaning 
and intent behind the spoken words. 
Speech has several characteristics that can vary across 
individuals, cultures, and languages. These include 
factors such as pitch, loudness, tempo, rhythm, 
intonation, and articulation. Variations in these aspects 
contribute to the diversity of accents, dialects, and 
languages spoken around the world 

II. METHOD  
A. Experimental Procedure  

Three speech emotion corpora were collected from the 
internet - the Ryerson Audio-Visual Database of 
Emotional Speech and Songs (RAVDESS), the Toronto 
Emotional Speech Set (TESS), the Crowd-sourced 
Emotional Multimodal Actors Dataset (CREMA-D) to 
create the speech emotion recognition system. At first, 
the RAVDESS corpus was selected for training and 
optimizing the support vector machine (SVM), the 
multilayer perceptron (MLP), and the recurrent neural 
network (RNN) model. The RAVDESS dataset contains 
data from all the seven emotion classes used in this work, 
and there is an equal number of male and female actors. 
Also, the recording quality in RAVDESS is better 
compared to CREMA-D. Furthermore, training the 
models on a single dataset was faster than training them 
on all three. All these factors made RAVDESS an 
excellent first choice. However, after using the 
RAVDESS hyperparameter settings on the other two 
datasets, the results were inferior. This was because the 
RAVDESS dataset had very few data, and so the 
machine had low generalization capability when tested 
on other datasets. For this reason, the model tuning 
strategy was changed to a new strategy described below. 
Three different noise samples were used in order to 
modify all three speech emotion corpora. This was done 
to train the models on speech data in the presence of 
noise. Most everyday conversations happen with some 
noise in the background. The characteristics of the 
background noise depend on the surrounding 

environment of the speakers. If the speech emotion 
system is only trained on clean speech data, it will not 
perform well in real-world applications because the 
system will pick up noise along with the speech signal 
and try to process the audio with the added noise. The 
audio features extracted from the audio will be 
misleading as they will contain components of the noise. 
This will eventually lead to low classification accuracies. 
Therefore, the models were trained and evaluated with 
datasets containing background noise to create a robust 
speech emotion recognizer. The three background noises 
selected are the sound of children playing in a 
playground, the ambiance in a shopping mall, and the 
sound of cars passing by on the streets.  These three 
noise samples represent three completely different 
scenarios. Three different SNR values were selected for 
adding these noise samples to the clean speech – 0 dB, 5 
dB, and 10 dB – which introduces a lot more variety to 
the original clean speech datasets. Different sections of 
the noise files were added to different clean speech files 
to avoid teaching the background noise's machine 
features during training. From RAVDESS, TESS, and 
CREMA-D, each clean speech file was combined with 
one of the three noise samples in one of the three SNRs 
to create a noise-added file. 
    Dataset naming convention followed in this 
research. 

 
 
The three machine learning algorithms (SVM, MLP, and 
RNN) on only the RAVDESS dataset, they were trained 
on a bigger dataset that contains the RAVDESS 
recordings (clean speech), the TESS recordings (clean 
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speech), and the CREMA-D recordings (clean speech), 
along with the noise-added versions of these 
clean-speech files. A special naming convention is used 
from this point forward to simplify referencing these 
different datasets. This naming convention is explained 
in Table. The neutral class in RAVDESS and CREMA-D 
had fewer data samples than the other classes, so it was 
resampled to match the other classes. The surprise class 
was missing in CREMA-D, so it was resampled when all 
three datasets were combined 
 

III. RESULT & DISCUSSION  
The Complete_Clean dataset is comprised of all the 
original clean speech utterances of the Ryerson Audio-
Visual Database of Emotional Speech and Songs 
(RAVDESS), the Toronto Emotional Speech Set (TESS), 
and the Crowd-sourced Emotional Multimodal Actors 
Dataset (CREMA-D). The Complete_Clean_Noise 
dataset was created by adding three noise samples in 
three different SNR values to the Complete_Clean 
dataset. The three noise samples used for background 
inclusion in the samples are a recording of children 
playing in a playground, a recording of a shopping mall, 
and a recording of cars passing by on the streets. SNRs 
values used are 0 dB, 5 dB, and 10 dB. The noise 
samples were added to the clean speech utterances using 
MATLAB, and for each clean speech, a noise sample, an 
SNR value, and a specific section of the noise file were 
randomly picked by the MATLAB code. Since the 
Complete_Clean_Noise corpora had class imbalance, the 
minority classes were resampled (with replacement) to 
match the sample count of the majority classes. The 
neutral class samples were lower in both RAVDESS and 
CREMA-D, and the surprise class was missing from 
CREMA-D. The hyperparameters of all the models 
discussed in this section were tuned while being trained 
on the Complete_Clean_Noise dataset. The data split of 
80:10:10 was used, where 80% of the dataset was used in 
training the models, while 10% was used for validation 
and the other 10% was used for testing. Each data split 
was stratified, meaning that there were equal number of 
data samples per emotion class in each of the three data 
splits (training, validation, and test). 
 

A. Experiments with Custom Feature Set 
The customization included 36 low-level audio 
descriptors - the Mel-frequency cepstral coefficients 
(MFCCs), the root-mean-square (RMS) energy, the 
spectral contrast, and the polynomial coefficients. 
Among these low-level descriptors, the MFCCs and the 
RMS energy were used in most of the prior speech 
emotion recognition related work. The other descriptors 
were mainly used in music classification tasks. However, 
they have shown to yield good classification accuracies 
when applied to emotion classification task in this work. 
A total of 62 audio features were created using the four 
low-level audio descriptors of the custom feature set for 
the SVM and MLP models. They are 26 mean values of 

first 26 MFCCs across all audio frames, 26 standard 
deviations of first 26 MFCCs across all audio frames, 
one mean RMS energy across all audio frames, seven 
mean values of spectral contrast across all audio frames, 
and two mean values of polynomial coefficients across 
all audio frames. No functionals were applied for the 
RNN model since the low- level descriptors extracted per 
frame are the sequences that the RNN learns from. The 
low- level descriptors were directly used as the audio 
features for the RNN. 
 
SVM Model with Custom Feature Set 
The learning curves were plotted for the SVM model 
trained on the Complete_Clean_Noise dataset using the 
custom feature set. Figure 1 shows the confusion matrix 
for this model, a summary of the results. For this model, 
the radial basis function (RBF) kernel was used, with 
C=10.0 and γ=0.01. The Scikit-learn library was utilized 
to develop the SVM model in Python. 

 
Fig 1 Learning curves for the SVM model trained on the 
Complete_Clean_Noise corpus, using the custom feature 
set. 
 

 
Fig 2 Confusion matrix for the SVM model trained on 
the Complete_Clean_Noise corpus, using the custom 
feature set 
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MLP Model with Custom Feature Set 
The number of artificial neuron units used in an artificial 
neural network and the number of layers are 
hyperparameters that can be tuned for getting high 
accuracies. There is no golden rule for selecting the 
number of neurons or layers. Researchers usually 
experiment with these parameters and select values that 
provide the highest performance. A common convention 
among computer scientists is to use log BASE-2 number, 
like 64, 128, and 256. Another convention is to use 
increments of 50 or hundred, like 50, 100, and 200. The 
number of input-layer neurons is equal to the number of 
input features, and the number of output-layer neurons is 
equal to the number of classes in the dataset. Even 
though there is no rule for selecting the number of 
neurons in the hidden layer(s), there are some rules-of-
thumb that can be followed, according to. To design the 
MLP architecture of this model, number of neurons, such 
as 10, 50, 100, 200, and 500, were selected for each layer 
 

 
Fig 3. Architecture of the MLP used with the custom 
feature set 
 
The Adam optimizer was used in order to minimize the 
loss function, which in this case is the categorical cross-
entropy loss for the MLP model. The rectified linear unit 
(ReLU) activation function was used and for the output 
units, the Softmax activation function was used, which 
provides the prediction accuracies for each class for the 
hidden layer units. Instead of using a fixed learning rate, 
a learning rate scheduler was used to change the learning 
rate as the training progressed. An inverse time decay 
function was used as the learning rate schedule, with an 
initial learning rate of 0.01, 1000 decay steps, and a 
decay rate of 80%. The training, validation, and testing 
data were each divided into batches of size sixteen, and 
50 epochs were used during training 
 
RNN Model with Custom Feature Set 
The RNN layers created using Keras requires a tensor as 
the input, compared to the 2D-structured inputs in MLP 

(batch, features). A tensor is a three-dimensional array of 
numbers. For RNNs, the three dimensions are the 
number of data samples, the number of features, and the 
number of time steps (batch, time steps, features). The 
audio frames were used as the time steps, while the 
features were the low-level descriptors extracted per 
frame to process the sequential data. For this reason, all 
the low-level descriptors extracted using the custom 
feature set were used as the audio features. In this case, 
each low-level descriptor value is extracted for each 
audio frame, which forms a sequence of 
data suitable to be processed by an RNN. The audio 
frames represent the time steps of the input data. 
Meaning, once the current audio frame has been 
processed, with all the low- level descriptors extracted 
and fed to the network, the next audio frame is processed. 
Using a sampling rate of 16 kHz and a frame length of 
512 samples (32 ms), around 150 audio frames were 
processed per audio file. Figure 4 shows the architecture 
of the RNN model. The LSTM cells are represented by a 
recurrent edge on the units 
 

 
 
Fig 4. Architecture of the RNN used with the custom 
feature set 
 
The Adam optimizer was used along with the categorical 
cross-entropy loss function. The hyperbolic tangent 
(tanh) function was the activation function for the LSTM 
cells, and the sigmoid (σ) function was the recurrent 

activation function. The Softmax function was used as 
the activation for the output units. The inverse time decay 
function is the learning rate scheduler, with 0.01 as the 
initial learning rate, 1,000 as the decay steps, and 80% as 
the decay rate. A batch size of sixteen was used, and the 
total number of epochs used during training was 50. A 
30% dropout was placed between the two LSTM layers 
and a 30% dropout between the second LSTM layer and 
the output. A 20% recurrent dropout was placed for the 
LSTM cells in the first layer. Figure 5 shows the 
accuracy curves of the RNN model, and Figure 7 shows 
the loss curves. The confusion matrix for this model is 
shown in Figure 8. 
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Fig 6 Accuracy curves for the RNN model trained on the 
Complete_Clean_Noise corpus, using the custom feature 
set 

 
Fig 7 Loss curves for the RNN model trained on the 
Complete_Clean_Noise corpus, using the custom feature 
set 

 
Fig 8 Confusion matrix for the RNN model trained on the 
Complete_Clean_Noise corpus, using the custom feature 
set 
 
Comparing Models from Both Feature Sets 
The performance metrics for the models created using the 
custom feature set and the models created using the 
partial GeMAPS feature set. The models listed in this 
table were trained and evaluated on the 
Complete_Clean_Noise dataset. From Table, it can be 
seen that the custom feature set models have 
outperformed the partial GeMAPS feature set in all 
metrics. This can be attributed to the significantly lower 

number of features in the partial GeMAPS feature set 
since the lower number of features could not capture the 
variations in the training data. The model that showed the 
best performance among all the models studied in this 
work was the MLP model trained 
on the Complete_Clean_Noise dataset using the custom 
feature set. It showed the highest classification accuracies 
and good average precision and average recall scores as 
well. Figure 8 shows the results of stratified 10-fold 
cross-validation for the models on the 
Complete_Clean_Noise dataset. After separating the test 
set from the training set, the training set was split into ten 
equal parts or folds. The model evaluation was 
performed ten times, and each time one out of the ten 
parts was used as the validation set while the remaining 
nine parts were used for the test set. Each time, a 
different fold was selected for validation split, and the 
training and validation accuracy were calculated for the 
ten experiments. The accuracy scores shown in the bar 
plot of Figure 9  were calculated by computing the mean 
of all the classification accuracies over the ten 
experiments. 
Comparing the models created using the two different 
feature sets, for the Complete_Clean_Noise corpus 

 

 
Fig 9 fold cross-validation results on the 
Complete_Clean_Noise corpus for the models listed on 
the vertical axis 
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When comparing the confusion matrices for the models 
trained on the Complete_Clean_Noise dataset, it can be 
seen that the surprise emotion was the class that was 
most accurately predicted. This can be due to the fact that 
the surprise class was missing from the CREMA-D 
dataset, and when the three datasets were joined to create 
the Complete_Clean_Noise dataset, this class was 
heavily resampled from RAVDESS and TESS. Also, the 
neutral class samples were lower in the RAVDESS and 
CREMA-D datasets, so it was also resampled when all 
three datasets were joined. However, resampling was 
done after the training, validation, and test samples were 
separated, which prevented the repetition of minority 
data samples in the three splits. Besides surprise and 
neutral emotions, the top two most accurately classified 
emotions were sad emotions and anger. For the 
RAVDESS dataset, the surprise emotion was the most 
accurately predicted class. For the CREMA-D dataset, 
the anger emotion was the most accurately predicted 
class. For TESS, the neutral emotion was the most 
accurately predicted class. For all models, the two most 
challenging emotions to classify were the happy and the 
fear emotion. 
 
                     IV. CONCLUSION 
This paper has focused on a speech emotion recognition 
solution was created for helping children with autism 
spectrum disorder (ASD) identify emotions in social 
interactions. Children with ASD have difficulty 
identifying emotional cues in social interactions. The 
objective was to develop a tool that could help these 
children better detect emotions when conversing with 
people around them. The speech emotion recognizer was 
developed in Python using ensemble learning, a 
technique used to combine multiple machine learning 
algorithms to get a more accurate prediction. 
Three machine learning algorithms were used – a support 
vector machine (SVM), a multilayer perceptron (MLP), 
and a recurrent neural network (RNN). The datasets used 
to train these algorithms include the Ryerson Audio-
Visual Database of Emotional Speech and Songs 
(RAVDESS), the Toronto Emotional Speech Set (TESS), 
the Crowd-sourced Emotional Multimodal Actors 
Dataset (CREMA-D), and the noise-added versions of 
the three datasets. Three noise samples were selected - a 
noise file containing a recording of children playing in 
the background, a noise file containing a recording of 
shopping mall ambiance, and a noise file containing a 
recording of cars passing by on the streets. Each clean 
speech utterance was added to one of the three types of 
noise files using MATLAB, in one of three SNR values – 
0 dB, 5 dB, or 10 dB. 
Two separate speech emotion recognition models were 
developed – one to be used indoors and the other to be 
used outdoors. The model created for indoor use was 
trained on only clean speech data from all three datasets, 
and the model created to be used outdoors was trained on 
the final dataset, which included clean speech and noise-
added files from all three datasets. This was done so that 

if the speech emotion model was implemented on a 
mobile application, users could select the model they 
want to use based on their environment. Finally, a 
multimodal emotion classifier was created by joining the 
speech emotion recognition model with a facial 
expression recognition model. This produced four 
emotion recognition classifiers – three speech emotion 
recognition classifiers and one facial expression 
recognition classifier. The Python program was written 
so that if predictions from the four classifiers are unique, 
the facial expression recognition solution's prediction 
would be used, as it had better classification accuracy 
than the speech emotion recognition models 
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