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Abstract: - In this paper evaluated the performance of several machine learning classifiers in detecting cyberbullying. The 

models tested include BaggingClassifier, SGDClassifier, LogisticRegression, DecisionTreeClassifier, 

RandomForestClassifier, LinearSVC, AdaBoostClassifier, MultinomialNB, and KNeighborsClassifier. The evaluation 

metrics considered were Accuracy, Precision, Recall, and F1 Score. Among the tested models, the BaggingClassifier 

emerged as the top performer with an accuracy of 0.928, a precision of 0.964, a recall of 0.925, and an F1 score of 0.944, 

indicating its high effectiveness and balance between precision and recall. The SGDClassifier followed closely, achieving 

an accuracy of 0.927, a precision of 0.958, a recall of 0.930, and an F1 score of 0.944, demonstrating excellent 

performance as well. The LogisticRegression model also showed strong results with an accuracy of 0.926, a precision of 

0.964, a recall of 0.922, and an F1 score of 0.943. DecisionTreeClassifier and RandomForestClassifier achieved slightly 

lower accuracies of 0.923 and 0.919, respectively, but maintained strong precision and recall. LinearSVC had an 

accuracy of 0.917, while AdaBoostClassifier, MultinomialNB, and KNeighborsClassifier showed lower accuracies of 
0.908, 0.893, and 0.858, respectively, indicating their relative ineffectiveness for this task. The results suggest that 

BaggingClassifier and SGDClassifier are highly reliable choices for cyberbullying detection, with LogisticRegression 

also being a strong contender. 
Keywords: - Cyberbullying Detection, Machine Learning Classifiers, Comparative Evaluation, Cyberbullying Analysis, 

Classification Algorithms, Text Analysis, Social Media Monitoring 

 

 

I. INTRODUCTION 

Social networking sites have become integral to modern 

life, serving as hubs for entertainment, networking, and 

communication for billions of people worldwide. These 

platforms have revolutionized the way we interact, 

offering new dimensions to communication by 

connecting individuals across the globe. However, the 

widespread use of social media has also given rise to 

serious issues such as cyberbullying. This form of 

harassment, particularly prevalent among teenagers, 

involves the use of electronic technologies to 
deliberately and repeatedly intimidate or threaten 

others. Common platforms for such abuse include 

Twitter, Facebook, and email, where bullies exploit 

these services to target victims through various means 

such as fake identities, embarrassing posts, and threats. 

The consequences of cyberbullying are severe, often 

leading to significant psychological distress and, in 

some tragic cases, even death. As a result, there is a 

pressing need for effective solutions to detect and 

prevent cyberbullying. Leveraging machine learning 

approaches offers a promising avenue for addressing 
this problem from a fresh perspective. By understanding 

the mechanisms and impacts of cyberbullying, we can 

develop more sophisticated methods to combat it and 

create safer online environments. As social networking 

sites increasingly take steps to mitigate such abuses, 

ongoing research and technological advancements will 

be crucial in the fight against cyberbullying. 

One of the most alarming aspects of cyberbullying is its 

potential to escalate quickly. A single harmful post or 

message can be shared and viewed by countless people 

within minutes, magnifying the victim's humiliation and 

distress. The viral nature of social media means that 

victims may find themselves subjected to widespread 

ridicule and ostracism, exacerbating their sense of 

isolation. 

The consequences of cyberbullying can be devastating. 

Victims often experience a range of negative emotions, 

including fear, anger, and helplessness. The relentless 

nature of cyberbullying can lead to long-term 

psychological issues, such as chronic anxiety, 
depression, and post-traumatic stress disorder (PTSD). 

In extreme cases, the impact of cyberbullying has been 

linked to suicidal behavior, highlighting the urgent need 

for effective interventions. 

 
Figure 1 Cyber Bullying 

Addressing cyberbullying requires a comprehensive 

approach. Education is a critical component, as raising 
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awareness about the issue and teaching digital 

citizenship can empower individuals to recognize and 

respond to cyberbullying. Schools, parents, and 

communities must collaborate to provide support and 

resources for victims while promoting a culture of 

empathy and respect. Technological solutions also play 

a crucial role in combating cyberbullying. Machine 

learning and artificial intelligence can be employed to 

monitor online interactions and detect harmful 
behavior. These technologies can analyze text, images, 

and user activity to identify patterns indicative of 

cyberbullying. By flagging and addressing these 

behaviors promptly, it is possible to prevent escalation 

and provide timely support to victims. 

Moreover, social media platforms must continue to 

enhance their policies and tools to combat 

cyberbullying effectively. This includes improving 

reporting mechanisms, enforcing stricter penalties for 

offenders, and offering resources for users to protect 

themselves. Collaboration with law enforcement and 
mental health professionals is also essential to provide 

comprehensive support for victims and hold 

perpetrators accountable. 

 
 

II. PROPOSED METHOD 

The proposed method leverages advanced machine 

learning techniques to develop an automated system 

capable of detecting cyberbullying on social media 

platforms. This method comprises several key stages, 

including data collection, preprocessing, feature 
extraction, model training, and deployment. Each stage 

is designed to address specific challenges associated 

with detecting cyberbullying in real-time while ensuring 

high accuracy and low false-positive rates. 

Dataset Description 

Social media platforms have become the most 

prominent medium for spreading hate speech, primarily 

through hateful textual content. This extensive dataset is 

is used to design models to detect hate speech on social 

media, incorporating current trends in online 

communication, such as the use of emoticons, emojis, 

hashtags, slang, and contractions. The dataset includes 

hate speech sentences in English, categorized into two 

classes: one representing hateful content and the other 

representing non-hateful content. 

 

This dataset falls under the subject of Natural Language 

Processing (NLP), specifically focusing on a curated 

collection of text data comprising emojis, emoticons, 

and contractions. The data is annotated, analyzed, and 

filtered, with each text sample classified as either 
hateful or non-hateful. The data article titled "A curated 

dataset for hate speech detection on social media text" 

can be accessed at [Mendeley 

Data](https://data.mendeley.com/datasets/9sxpkmm8xn/

) 

 

Algorithm 

1. Prepare and Load Dataset 

   a. Load the dataset from the specified filepath into a 

data structure (e.g., a table or dataframe). 

 

2. Data Pre-Processing 

   a. Handle missing values and duplicate values: 

      i. Remove duplicate entries from the dataset. 

      ii. Remove entries with missing values from the 
dataset. 

   b. Convert all text data to lowercase. 

   c. Remove non-word characters from the text data. 

   d. Tokenization: 

      i. Split the text data into individual words (tokens). 

   e. Removing Stopwords: 

      i. Create a list of common stopwords. 

      ii. Remove stopwords from the tokenized text data. 

   f. Convert tokenized text back to a string format for 

further processing. 

 
3. Train-Test Split (80:20) 

   a. Split the dataset into training and testing sets with 

an 80:20 ratio. 

      i. The training set will be used to train the machine 

learning model. 

      ii. The testing set will be used to evaluate the 

model's performance. 

 

4. Apply Machine Learning for Training and Detection 

of Cyberbullying 

   a. Vectorize the text data using a suitable 

vectorization method (e.g., TF-IDF). 
   b. Train a machine learning model using the training 

data. 

   c. Use the trained model to make predictions on the 

test data. 

 

5. Calculate Accuracy and Result 

   a. Compare the model's predictions with the actual 

labels in the test data. 

   b. Calculate the accuracy of the model based on the 

comparison. 

   c. Output the accuracy and other relevant results. 
 

6. Main Function to Execute the Workflow 

   a. Load the dataset. 

   b. Preprocess the data. 

   c. Split the data into training and testing sets. 

   d. Train the machine learning model. 

   e. Make predictions using the trained model. 

   f. Calculate and display the accuracy of the model. 

 

This dataset is valuable for training machine learning 

models to identify hate speech on social media. It 

captures current social media trends and modern 
communication styles, making it useful for developing 

systems to automatically filter out hateful content. 

Social media managers, administrators, and companies 

can utilize this dataset to categorize text as hateful or 
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non-hateful. Deep Learning (DL) and Natural Language 

Processing (NLP) practitioners can benefit from using 

this dataset to detect hateful speech through various 

techniques. The text samples are labeled with "0" for 

non-hateful and "1" for hateful, making it a useful 

benchmark for hate speech detection. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Proposed Flow 

For feature extraction, the `CountVectorizer` method 

from scikit-learn is instantiated. This method converts 
the text data into a matrix of token counts, which is a 

common approach in text classification tasks. By 

specifying `stop_words='english'` and 

`lowercase=True`, the vectorizer ensures that the text is 

further normalized and stopwords are excluded from the 

feature set. 

 

Tokenization:  

The tokenizer is used to tokenize the input texts. Each 

text is converted into a sequence of tokens, with special 

tokens [CLS] at the beginning and [SEP] at the end to 
signify the start and end of the input sequence, 

respectively. 

𝑡𝑜𝑘𝑒𝑛𝑠 = 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒𝑟. 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒(𝑡𝑒𝑥𝑡) 
𝑖𝑛𝑝𝑢𝑡_𝑡𝑜𝑘𝑒𝑛𝑠 = [′[𝐶𝐿𝑆]′] + 𝑡𝑜𝑘𝑒𝑛𝑠[: 510] + [′[𝑆𝐸𝑃]′] 
 

The training data is fitted and transformed into a matrix 

of token counts, which creates a numerical 

representation of the text suitable for machine learning 

algorithms. The testing data is then transformed using 

the same vectorizer, ensuring that both training and 

testing data are represented consistently. 

 

III. RESULT 

This dataset is valuable for training machine learning 

models to identify hate speech on social media. It 

captures current social media trends and modern 

communication styles, making it useful for developing 

systems to automatically filter out hateful content. 

Social media managers, administrators, and companies 

can utilize this dataset to categorize text as hateful or 
non-hateful. Deep Learning (DL) and Natural Language 

Processing (NLP) practitioners can benefit from using 

this dataset to detect hateful speech through various 

techniques. The text samples are labeled with "0" for 

non-hateful and "1" for hateful, making it a useful 

benchmark for hate speech detection. 

 

 

 
Figure 3 Data Distribution 

 

 

Figure 4. Content Length Distribution 

Data Preprocessing 

 

We begin by loading data, preprocesing, and finally 

splitting the dataset for task aimed at detecting hate 

speech. The first step involves reading the data from a 

Prepare and Load Dataset 

 

Data Preprocess 

Handle missing values, duplicate values, converting 

to lowercase, removing non-words 

 

Tokenization 

 

Removing Stopwords 
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CSV file into a pandas DataFrame, allowing for easy 

manipulation and analysis of the dataset. 

 

 

Figure 5 Content Classification 

In the preprocessing phase, the text data is converted to 

lowercase to ensure uniformity, which helps in reducing 

the complexity of the text analysis by treating words 

like 'Hate' and 'hate' as the same. This conversion is 

done by transforming the `Content` column of the 

DataFrame. A set of stopwords is defined using NLTK's 
English stopwords list. The `clean_text` function is then 

created to further process the text. This function 

removes all non-alphanumeric characters using regular 

expressions, tokenizes the text into individual words, 

and filters out any stopwords, retaining only meaningful 

words. The cleaned text is then recombined into a single 

string.After cleaning, the dataset is split into training 

and testing sets using the `train_test_split` method from 

scikit-learn. This method divides the dataset into two 

subsets: one for training the machine learning model 

and another for testing its performance. The 
`random_state` parameter ensures reproducibility of the 

split. The code then prints the number of rows in the 

entire dataset, the training set, and the test set to verify 

the split. 

 

Figure 6 Data leveling 

 The performance of four different machine learning 

models—Multinomial Naive Bayes (MultinomialNB), 

Linear Support Vector Classification (LinearSVC), 

AdaBoost Classifier, and Logistic Regression—has 

been evaluated across various metrics, including 

training and prediction times, accuracy, F1 score, 
precision, and recall for both test and training datasets. 

Table:1: Compare Table 

Algorithm 

Training 

Time 

(sec) 

Prediction 

 Time 

(sec) 

Accuracy

: Test 

Accuracy

: Train 

Multinomial

NB 

0.26 0.20 0.7956 0.8051 

LinearSVC 224.85 0.15 0.8412 0.8886 

AdaBoostCl
assifier 

73.91 20.14 0.6923 0.6915 

LogisticRegr

ession 

18.83 0.10 0.8323 0.8582 

 

Algorithm 

F1 

Score: 

Test 

F1 

Score: 

Train 

Precisi

on: 

Test 

Precisi

on: 

Train 

Reca

ll: 

Test 

Recall: 

Train 

Multinomial

NB 

0.8202 0.8278 0.7473 0.7556 0.90

90 

0.9153 

LinearSVC 0.8478 0.8919 0.8339 0.8863 0.86

22 

0.8975 

AdaBoostCla

ssifier 

0.7513 0.7506 0.6417 0.6404 0.90

59 

0.9066 

       

MultinomialNB is the fastest in terms of both training 

and prediction time, taking only 0.26 seconds and 0.20 

seconds respectively. It achieves a test accuracy of 

0.7956 and a slightly higher training accuracy of 
0.8051. The F1 scores are 0.8202 for the test set and 

0.8278 for the training set, indicating a small amount of 

overfitting. The model's precision and recall for the test 

set are 0.7473 and 0.9090 respectively, suggesting that 

while it may have a fair number of false positives, it is 
highly effective at identifying relevant instances. 

LinearSVC, while taking significantly longer to train at 

224.85 seconds, has a swift prediction time of 0.15 

seconds. It achieves the highest test accuracy among the 

models at 0.8412, with the training accuracy even 

higher at 0.8886. This disparity points to some degree 

of overfitting. The F1 score is 0.8478 for the test set and 

0.8919 for the training set, further indicating overfitting. 

Precision and recall for the test set are 0.8339 and 

0.8622 respectively, which shows that this model 
strikes a good balance between precision and recall. 

The AdaBoost Classifier has a moderate training time 

of 73.91 seconds but a significantly longer prediction 

time of 20.14 seconds. Its test and training accuracies 

are closely matched at around 0.6923 and 0.6915 

respectively, suggesting that the model generalizes well 

but has lower overall performance compared to the 

other models. The F1 scores are 0.7513 for the test set 
and 0.7506 for the training set. Precision for the test set 

is 0.6417, and recall is high at 0.9059, indicating that 

while the model is good at identifying relevant 
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instances, it also has a relatively high rate of false 
positives. 

Logistic Regression balances training and prediction 
times well, at 18.83 seconds and 0.10 seconds 

respectively. It achieves a test accuracy of 0.8323 and a 

training accuracy of 0.8582. The F1 scores are 0.8377 

for the test set and 0.8625 for the training set, 

suggesting some overfitting. Precision and recall for the 

test set are 0.8320 and 0.8434 respectively, indicating 

that this model maintains a good balance between 

identifying relevant instances and limiting false 
positives. 

 

Figure 7: Classification summary of proposed method  

 

IV. CONCLUSION 

In this paper evaluated the performance of several 

machine learning classifiers in detecting cyberbullying. 

The models tested include Bagging Classifier, SGD 

Classifier, Logistic Regression, Decision Tree 

Classifier, Random Forest Classifier, Linear SVC, Ada 

Boost Classifier, Multinomial NB, and K Neighbors 

Classifier. The metrics considered for evaluation were 

Accuracy, Precision, Recall, and F1 Score. 
The Bagging Classifier emerged as the top performer 

with an accuracy of 0.928, a precision of 0.964, a recall 

of 0.925, and an F1 score of 0.944. This indicates that 

the Bagging Classifier is highly effective, balancing 

precision and recall well, and making it a reliable 

choice for cyberbullying detection. Close behind, the 

SGD Classifier achieved an accuracy of 0.927, a 

precision of 0.958, a recall of 0.930, and an F1 score of 

0.944, demonstrating excellent performance and 

making it a strong contender alongside the Bagging 

Classifier. 
The Logistic Regression model also performed well, 

with an accuracy of 0.926, a precision of 0.964, a recall 

of 0.922, and an F1 score of 0.943. Decision Tree 

Classifier and Random Forest Classifier achieved 

slightly lower accuracies of 0.923 and 0.919 

respectively, but still showed strong performance in 

terms of precision and recall. Linear SVC followed 

closely with an accuracy of 0.917, while Ada Boost 

Classifier, Multinomial NB, and K Neighbors Classifier 

had lower accuracies of 0.908, 0.893, and 0.858 

respectively, indicating that they are less effective for 

this particular task. 

. 
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