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Abstract – In this work, we tend to review a model of a content-based image retrieval system by 

using the new set up of mixing color segmentation by relationship trees and a consequent tree-

matching methodology. We tend to retain the hierarchical relationship of the world during a 

illustration throughout segmentation. Using the info of the relationships and options of the 

regions, we'll represent the specified objects in pictures further accurately. The approach depends 

on the key ideas of matching a part template tree to pictures hierarchically to generate a reliable 

set of detection hypotheses and optimizing it through global chance re-evaluation and fine 

occlusion analysis. 
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I. Introduction 

Human detection may be a basic disadvantage in video 

surveillance. It will provide an initialization for human 

segmentation. Additional considerably, strong human 

tracking and recognition are very dependent on reliable 

detection and segmentation in each frame, since higher 

segmentation are usually used to estimate additional 

correct and discriminative look models. A content-based 

image/video retrieval system may be a querying system 

that uses content as a key for the retrieval technique [1]. 

It’s a difficult task to style an automatic retrieval system, 

because real-world pictures generally contain very 

complicated objects and color information. One 

disadvantage that happens may be a way to segment a 

real world image perfectly. Image segmentation is that 

the key of image analysis and pattern recognition. It’s a 

technique of dividing a picture into fully different regions 

specified every region is homogeneous, however the 

union of any two regions is not [1], [2]. Color of a 

picture can carry much more information than gray level 

[1]. In several pattern recognition and computer vision 

applications, the additional information provided by 

color will help the image analysis technique and yield 

better results than approaches using only gray scale 

information [3]. Further analysis has centered on color 

image segmentation due to its demanding want. At 

present, color image segmentation strategies are within 

the main extended from monochrome segmentation 

approaches by being implemented in many color areas 

[1]. Gray level segmentation ways are directly applied to 

every element of a color space, and then the results are 

combined to get the final segmentation result [4]. 

 

 

 

Generally, color image segmentation approaches will be 

divided into the following categories: statistical 

approaches, edge detection approaches, region splitting 

and merging approaches, ways based on physical 

reflectance models, ways based on human color 

perception, and therefore the approaches using fuzzy set 

theory [1], [2]. Histogram thresholding is one of the 

widely used techniques for monochrome image 

segmentation [5]. As for color pictures, the situation is 

completely different because of the multifeatures [6]. 

Since the color information is represented by tristimulus 

and or some linear/nonlinear transformation of RGB, 

representing the bar chart of a color image in a three-

dimensional (3-D) array and selecting threshold in the 

histogram isn't a trivial job [7]. Multiscale image analysis 

and image segmentation play an important role in many 

computer vision applications. Together, they provide an 

indication of where visually sensible objects in a picture 

are placed and also information about their relative size 

or importance. With this info, it's possible to perform 

quantitative measurements of entity possessions such as 

dimension, position, and orientation, and to accomplish 

higher level vision tasks like object recognition. Early 

multi resolution methods utilized somewhat ad hoc 

resolution reduction schemes, but they made compact 

image descriptions which were useful for a number of 

computer vision tasks [7]. Gaussian blurring was later 

introduced to study the scale-space behavior of intensity 

extreme in signals and images. One of the attractive 

properties of this technique is that images modify in a 

well-behaved manner. For example, Gaussian blurring 

does not create any zero crossings as resolution is 

reduced [1]. The multiscale behavior of a number of 
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image features has been examined. Paths traced by 

intensity extreme through. 

II. Literature survey 

Ting Liu et. al. [1] “Image Segmentation using 

hierarchical Merge Tree” This paper investigates one 

among the most basic computer vision problems: image 

segmentation. We tend to propose a supervised 

hierarchical approach to object-independent image 

segmentation. Starting with over segmenting super 

pixels, we tend to use a tree structure to represent the 

hierarchy of region merging, by that we tend to reduce 

the problem of segmenting image regions to finding a 

collection of label assignment to tree nodes. We tend to 

formulate the tree structure as a constrained conditional 

model to associate region merging with likelihoods 

expected using an ensemble boundary classifier. Final 

segmentations will then be inferred by finding globally 

optimal solutions to the model with efficiency. We tend 

to additionally present a repetitious training and testing 

algorithmic rule that generates numerous tree structures 

and combines them to emphasize correct boundaries by 

segmentation accumulation. Exhaustive search for 

optimal super pixel merging in image region 

segmentation is intractable. We tend to propose a 

hierarchical image segmentation framework, specifically 

the hierarchical merge tree model that limits the search 

area to at least one that's induced by tree structures and 

so linear with relation to the amount of initial super 

pixels. The framework permits the utilization of various 

merging saliency heuristics and options, and its 

supervised nature grants its capability of learning 

complicated conditions for merging decisions from 

training information while not the necessity for 

parameter tuning or the dependency on any classification 

model. Globally optimal solutions will be with efficiency 

found below constraints to generate final segmentations 

due to the tree structure. 

John M. Gauch [2] “Image Segmentation and Analysis 

via Multiscale Gradient Watershed Hierarchies” 

Multiscale image analysis has been used successfully 

during a form of applications to classify image options 

consistent with their relative scales. As a consequence, a 

lot of has been learned relating to the scale-space 

behavior of intensity extreme, edges, intensity ridges, and 

grey-level blobs. During this paper, we tend to tend to 

research the multiscale behavior of gradient watershed 

regions. These regions are defined in terms of the 

gradient properties of the gradient magnitude of the 

initial image. Boundaries of gradient watershed regions 

correspond to the edges of objects in a picture. Multiscale 

analysis of intensity minima within the gradient 

magnitude image provides a mechanism for imposing a 

scale-based hierarchy on the watersheds associated with 

these minima. These hierarchies are usually used to label 

watershed boundaries consistent with their scale. This 

provides valuable insight into the multiscale properties of 

edges in a picture whereas not following these curves 

through scale-space. During this paper, we have targeted 

on the multiscale properties of watershed boundaries and 

gradient watershed boundaries for a picture. we have 

described however scale-based watershed region 

hierarchies may be created by following isolated extreme 

through scale-space and how these hierarchies may be 

used. 

Kostas Haris et. al. [3] “Hybrid Image Segmentation 

using Watersheds and fast Region Merging” A hybrid 

multidimensional image segmentation algorithmic rule is 

planned, that mixes edge and region-based techniques 

through the morphological algorithmic rule of 

watersheds. An edge-preserving statistical noise 

reduction approach is used as a preprocessing stage 

therefore on calculates a correct estimate of the image 

gradient. Then, a primary partitioning of the image into 

primitive regions is made using the watershed transform 

on the image gradient magnitude. This primary 

segmentation is that the input to a computationally 

efficient hierarchical (bottom up) region merging 

methodology that produces the last segmentation. The 

latter methodology uses the region adjacency graph 

(RAG) illustration of the image regions. At each step, the 

most similar combine of regions is decided (minimum 

value RAG edge), the regions are merged and so the 

RAG is updated. Historically, the above is implemented 

by storing all RAG edges in a very priority queue. we 

tend to tend to propose a significantly faster algorithmic 

rule, that in addition maintains the supposed nearest 

neighbor graph, due to that the priority queue size and 

processing time ar drastically reduced. 

Jianbo Shi et. al. [4] “Normalized Cuts and Image 

Segmentation” we tend to propose a unique approach for 

resolution the perceptual grouping disadvantage in 

vision. Rather than focusing on local options and their 

consistencies within the image data, our approach aims at 

extracting the world impression of a picture. We tend to 

tend to treat image segmentation as a graph partitioning 

draw back and propose a novel world criterion, the 

normalized cut, for segmenting the graph. The 

normalized cut criterion measures each the overall 

unsimilarity between the various teams equally because 

the total similarity at intervals the teams. We tend to tend 

to indicate that an efficient computational technique 

supported a generalized Eigen value drawback is used to 

optimize this criterion. We’ve applied this approach to 

segmenting static pictures, equally as motion sequences, 

and located the results to be very encouraging. 

Shann Fuh et. al. [5] “Hierarchical Color Image 

Region Segmentation for Content-Based Image Retrieval 

System” in this work, we tend to arrange a model of a 

content-based image retrieval system by using the new 

plan of combining a color segmentation with relationship 

trees and a corresponding tree-matching methodology. 

We tend to retain the hierarchical relationship of the 

regions in a picture throughout segmentation. Using the 

information of the relationships and options of the 

regions, we will represent the desired objects in pictures 

a lot of accurately. In retrieval, we tend to match not only 
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region options however additionally region relationships. 

The idea of combining color segmentation with the 

creation of a graded relationship tree and so the 

utilization of the corresponding tree matching 

methodology results in a picture retrieval system that has 

higher retrieval efficiency than those systems that only 

use region information. From the experiment, our 

approach has good retrieval efficiency once the region 

relationships of query objects are slightly advanced. An 

improvement for our system is to use Color coherence 

vectors (CCV)[8] that offer further information regarding 

the spatial  relationships of the image objects. Instead of 

planning the information as a continuous sequence of 

relationship trees, it’s further efficient to use a better 

level tree structure. 

III. Method 

III.1. Image segmentation 

The division of an image into purposeful structures, 

image segmentation, is usually an essential step in image 

analysis, object representation, visualization, and many 

other image processing tasks.  In chapter 8, we tend to 

targeted on how to analyze and represent an object, 

however we assumed the group of pixels that identified 

that object was well-known beforehand. In this section, 

we will concentrate on ways that find the particular 

pixels that make up an object. A good variety of 

segmentation ways has been planned in the past decades, 

and some categorization is necessary to present the ways 

properly here.  A disjunction categorization doesn't seem 

to be possible though, as a result of even 2 very different 

segmentation approaches may share properties that defy 

singular categorization 

The following categories are used: 

• Threshold based segmentation. 

Histogram thresholding and slicing techniques are 

used to segment the image. They’ll be applied directly to 

an image, however can also be combined with pre- and 

post-processing techniques. 

• Edge based segmentation. 

With this technique, detected edges in an image are 

assumed to represent object boundaries, and used to 

determine these objects. 

• Region based segmentation. 

Where an edge based technique may conceive to 

realize the object boundaries then find the object itself by 

filling them in, a region based technique takes the 

opposite approach, by (e.g.) starting in the middle of an 

object and so “growing” outward till it meets the object 

boundaries.  

•Clustering techniques. 

Although clustering is usually used as a synonym for 

(agglomerative) segmentation techniques, we tend to use 

it here to denote techniques that are primarily used in 

exploratory information analysis of high-dimensional 

measurement patterns. In this context, clustering ways 

conceive to group together patterns that are similar in 

some sense. This goal is very similar to what we are 

trying to do once we segment an image, and so some 

clustering techniques can readily be applied for image 

segmentation. 

• Matching. 

When we understand what an object we want to 

identify in an image (approximately) looks like, we are 

able to use this knowledge to locate the object in an 

image. This approach to segmentation is named 

matching. 

 

III.2. hierarchical merge tree 

Consider a graph, in which each node corresponds to a 

super pixel, and an edge is defined between two nodes 

that share boundary pixels with each other. Starting with 

the primary over-segmentation So, finding a final 

segmentation, which is essentially the merging of initial 

super pixels, can be considered as combining nodes and 

removing edges between them. This super pixel merging 

can be done in an iterative fashion: each time pair of 

neighboring nodes is combined in the graph, and 

corresponding edges are updated. To represent the order 

of such merging, we use a full binary tree structure, 

that we call the hierarchical merge tree (or merge 

tree for short) throughout this paper. In a merge 

tree ( , )Tr   , node 
d

i ∈ υ represents an image 

segment si ∈ 2 P, where d denotes the depth in Tr at 

which this node occurs. Leaf nodes correspond to 

initial super pixels in So. A non-leaf node 

corresponds to an image region formed by merging 

super pixels, and the root node corresponds to the whole 

image as one single region. An undirected edge eij ∈ 

E between nodes 
d

i and its child 
1d

j


exists when sj ⊂ 

si, and a local structure ({
1 1, ,d d d

i j k   
}) represents si 

= sj ∪sk.  In this  way, finding final segmentation 

becomes finding a subset of nodes in Tr.  

IV. Conclusion 

In this paper review of the Image Segmentation Using 

Hierarchical Merge Tree [1] and the previous work 

related to the topic has been studied [2-5]. In which we 

can explain a short description of the some previous 

method used for Image Segmentation either using the 

concept of Hierarchical Merge Tree [6] or image 

segmentation only. In this paper explanation of the 

previous technique [1-4] should be used in which some 

of the technique explained like edge based segmentation, 

edge based segmentation and clustering technique also. 
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